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Exercise 9.1 Value Iteration versus Policy Iteration (2 + 2 + 2 points)

Consider a Markov decision process with states S = {1, 2, 3} and actions A = {a, b} which is depic-

ted below. The state transitions are deterministic. The numbers in the edge labels are the respective

rewards. Assume an in�nite time horizon with discount factor γ = 1
2 .
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a) Derive an optimal Markovian policy π∗ and V ∗(s) for all s ∈ S.

b) Perform the �rst six steps of value iteration starting with initial vector v(0) = (0, 0, 0).

c) Starting from the policy that always performs action a, apply policy iteration until convergence.

Exercise 9.2 Value Iteration with Caution (5 points)

Consider a more cautious version of value iteration for MDPs with in�nite time horizon with state

set S and action set A. It uses the operator t′ which is de�ned by t′(v)s = µ · t(v)s + (1− µ) · vs, for
all states s ∈ S, where t is the value iteration de�ned in the lecture and µ ∈ (0, 1) is an arbitrary

parameter.

Show that t′ converges to the unique �xed point of t.
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Exercise 9.3 Gittins Index (2 + 2 points)

Consider the following instances for theMarkovian Single-Armed Bandit problem with charges

λ ≥ 0. Let r denote the reward of a transition when action play is chosen, and p denotes the

probability that the respective transition occurs (p = 1 unless stated otherwise). If pause is chosen,

no transition occurs and the reward is zero in this round. At each iteration step, the probability that

the process terminates is γ ∈ (0, 1).

For each of the single-armed bandits, derive the Gittins indices of all states.

a)

1 2
r = 0

r = 1

b)

1 2
r = 1, p = 0.5

r = 0r = 1, p = 0.5

Exercise 9.4 Upper bound for UCB1 (5 points)

When the distributions of the n arms have similar means, the upper bound for UCB1 shown in

lecture is very poor. Show that an upper bound on the expected regret, which is independent of the

means, is given by 5
√
nT lnT + 4n, where T is the total number of rounds.

Hint: Divide the arms according to whether their expected value deviates more or less than ε =
√

n lnT
T

from the expected value of the best arm µi∗.

The assignments and further information on the course are provided on our website:

https://algo.cs.uni-frankfurt.de/lehre/oau/sommer23/oau23.shtml

Contacts: {schecker,wilhelmi}@em.uni-frankfurt.de.
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